
4.4 Cumulative Density Function (cdf) 

 

The cumulative distribution function (CDF) calculates the cumulative probability for a given x-

value. Use the CDF to determine the probability that a random observation that is taken from the 

population will be less than or equal to a certain value. You can also use this information to 

determine the probability that an observation will be greater than a certain value, or between two 

values. 

 

4.5 Parameters 

 

Parameters are descriptive measures of an entire population that may be used as the inputs for a 

probability distribution function (PDF) to generate distribution curves. Parameters are usually 

signified by Greek letters to distinguish them from sample statistics. For example, the population 

mean is represented by the Greek letter mu (μ) and the population standard deviation by the Greek 

letter sigma (σ). Parameters are fixed constants, that is, they do not vary like variables. However, 

their values are usually unknown because it is infeasible to measure an entire population. 

 

4.6 Discrete Probability Distributions 
 

4.6.1 Bernoulli Distribution 
 

A random experiment of which the outcome can be classified into two categories is called a 

Bernoulli trial. In general, the results of a Bernoulli trial are called ‘success’ and ‘failure’. 

Examples:  

 You take a pass-fail exam. You either pass or fail. 

 You toss a coin. The outcome is ether heads or tails. 

 A child is born. The gender is either male or female. 

Consider a Bernoulli trial and let 

𝑋 = {
0      𝑖𝑓 𝑡ℎ𝑒 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 𝑡𝑟𝑖𝑎𝑙 𝑟𝑒𝑠𝑢𝑙𝑡𝑠 𝑖𝑛 𝑎 𝑓𝑎𝑖𝑙𝑢𝑟𝑒
1     𝑖𝑓 𝑡ℎ𝑒 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 𝑡𝑟𝑖𝑎𝑙 𝑟𝑒𝑠𝑢𝑙𝑡𝑠 𝑖𝑛 𝑎 𝑠𝑢𝑐𝑐𝑒𝑠𝑠

 

Suppose that the probability of a ‘success’ in any Bernoulli trial is 𝜃. Then X is said to have a 

Bernoulli distribution with probability mass function (pmf) 

𝑓𝑋(𝑥) = 𝜃𝑥(1 − 𝜃)1−𝑥  ; 𝑥 = 0,1 

This is called as 𝑋~Bernoulli(𝜃).  

Example: Namal and Laman went to the canteen and thought to buy a cake or a bread to eat. To 

decide the item, they tossed a fair coin. What is the probability of buying a cake? 

 

4.6.2 Binomial Distribution 



 

An experiment that conforms to the following list of requirements is called a ‘binomial 

experiment’. 

1. The experiment consists of a sequence of n trials, where n is fixed in advance of the experiment. 

2. Each trial can result in one of the same two possible outcomes which we call ‘success’ (S) or 

‘failure’ (F). 

3. The trials are independent, so that the outcome of any particular trial does not influence the 

outcome of any other trial. 

4. The probability of ‘success’ is the same for each trial; suppose this probability is 𝜃. 
 

Consider a binomial experiment with n trials and probability of 𝜃 success. Let, 

𝑋 = The number of ‘successes’ in n trials 

Then, X is said to have a binomial distribution with probability mass function 

𝑓𝑋(𝑥) = (
𝑛

𝑥
) 𝜃𝑥(1 − 𝜃)1−𝑥    ;     𝑥 = 0,1,2, … , 𝑛 

This is denoted as 𝑋~𝐵𝑖𝑛(𝑛, 𝜃) 

Activity 4.2 

Jeremy sells a magazine which is produced in order to raise money for homeless people. The 

probability of making a sale is, independently, 0.09 for each person he approaches. Given that he 

approaches 40 people, find the probability that he will make: 

(a) 2 or fewer sales; 

(b) exactly 4 sales; 
 

 

4.6.3 Poisson Distribution 
 

The Poisson distribution often provides a realistic probability model for the number of events in a 

given period of time or space. For example, probability concerning the number of traffic accidents 

per week in a given city, the number of radioactive particle emissions per unit of time, the number 

of telephone calls coming into a switchboard of a company per hour, the number of meteorites that 

collide with a test satellite during a single orbit, the number of bacteria per unit volume of some 

fluid, the number of defects per unit length of some material, the number of flaws per unit length 

of some wire, etc. can often be calculated using the Poisson distribution. 

Let X be the number of events during a time interval. Suppose that the average number of events 

during the interested time interval is 𝜆 (>0). Then, the distribution of X can be modeled by a 

Poisson distribution with the p.m.f 
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𝑓𝑋(𝑥) =
(𝑒−𝜆𝜆𝑥)

(𝑥!)
;   𝑥 = 0,1,2, … 

This is denoted as 𝑋~𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜆) 

Activity 4.3 

Births in a hospital occur randomly at an average rate of 1.8 births per hour. 

(1) What is the probability of observing 4 births in a given hour at the hospital? 

(2) What is the probability of observing less than 2 births in a given half an hour? 

 

4.7 Continuous Probability Distributions 

4.7.1 Normal Distribution 

A consumer organization wishes to study about lifetime (hours of writing) of a brand of a ballpoint 

pen. The organization purchased 40 such pens and inserted each in a specially constructed machine 

that causes the pen to write continuously until the ink runs out. Table below gives the observed 

life times. Let X be the writing time of a randomly chosen pen. Suggest a suitable model for the 

pdf of X. Estimate Pr(30 ≤ 𝑋 ≤ 35) using the model pdf. 

 

31.7 26.2 35.0 34.8 33.1 30.8 34.1 34.4 31.4 29.5 

29.0 29.7 32.5 25.3 30.6 37.7 28.7 23.1 25.7 26.7 

31.0 28.7 30.7 36.4 27.3 32.1 29.2 30.1 26.3 25.9 

27.5 28.6 37.2 31.3 22.7 27.4 31.7 30.0 33.6 29.6 

Table of Hours of writing 
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Histogram of writing time data and a possible model for the pdf 

It seems that a bell shaped curve is suitable as the model for pdf of X. 

One commonly used bell shaped curve is called the normal distribution. It is probably the most 

oftenly used probability density function in the statistics world. 

Random variable X is said to have a normal distribution with location parameter 𝜇 and scale 

parameter 𝜎 if its probability function is given by, 

𝑓𝑋(𝑥; 𝜇, 𝜎) =
1

√2𝜋𝜎
𝑒𝑥𝑝 {−

1

2
(

𝑥 − 𝜇

𝜎
)

2

} ; −∞ < 𝑥 < ∞ 

This is denoted by 𝑋~𝑁(𝜇, 𝜎2) 

The normal density function is symmetric around the location parameter 𝜇. The dispersion of the 

distribution depends on the scale parameter 𝜎 

 

4.7.2 Standard Normal Distribution 

Normal distribution with 𝜇 = 0 and 𝜎 = 1 is called the standard normal distribution. A random 

variable with a standard normal distribution is usually denoted by Z. The probability density 

function of standard normal distribution is denoted by φ. 
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If 𝑍~𝑁(0,1), then 

𝛷𝑍(𝑧) =
1

√2𝜋
𝑒𝑥𝑝 {−

1

2
𝑧2} ;  −∞ < 𝑧 < ∞ 

Probabilities related to Z can be found by using standard normal probability table. 

Example 

Let Z be a standard normal variable. Calculate probabilities given below. 

No Calculate the probability Answer 

1 Pr(Z>0.95)  

2 Pr(Z<2.02)  

3 Pr(-2.41<Z<-0.94)  

4 Pr(Z>-1.48)  

5 Pr(Z<-1.76)  

6 Pr(Z<1.7)  

7 Pr(Z<-0.33)  

8 Pr(0.06<Z<1.62)  

9 Pr(-2.49<Z<-1.42)  

10 Pr(Z>2.67)  

11 Pr(Z<1.75) 0.9599 

12 Pr(Z>-1.3) 0.9032 

13 Pr(Z>1.38) 0.0838 

14 Pr(Z<-1.01) 0.1562 

15 Pr(-2.96<Z<1.05) 0.8516 

16 Pr(Z<1.88) 0.9699 

17 Pr(Z>1.02) 0.1539 

18 Pr(-2.07<Z<-0.75) 0.2074 



19 Pr(Z>-2.27) 0.9884 

20 Pr(Z>-0.77)  

 

 


